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Abstract — Deep learning-based human action recognition using depth maps and postures is a 

difficult but exciting area of study. While posture and depth maps can yield useful insights into 

human movement, developing a system that can recognize between various motions based only on 

this data remains challenging. Since deep learning can extract intricate patterns from massive data 

sets, it is a potential method for recognizing human actions.  The study looks on a deep learning 

approach to human activity recognition. It examines data from two sources: posture data and depth 

maps. While posture data indicates the relative locations of the body, depth maps record the distance 

between the camera and objects in the image. Compared to current depth-based techniques for 

human action recognition, this method has advantages. The study shows how well CNN works to 

extract characteristics from posture data and depth maps, improving recognition accuracy.  
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I. INTRODUCTION  

A vital area of computer vision, human action recognition (HAR) finds applications in robotics, 

human-computer interaction, and surveillance. It has proven difficult to reliably recognize 

complicated human activities because of things like occlusions, clothing, and viewpoint alterations. 

The goal of this project is to overcome this difficulty by introducing a novel HAR technique that 

makes use of the advantages of two different data sources: postures and depth maps. Although 

posture data records the arrangement of bodily joints, depth maps offer detailed information about 

the three-dimensional structure of a scene. The research intends to achieve significant increases in 

human action recognition accuracy by merging multiple sources and leveraging the capability of 

deep learning, namely Convolution Neural Networks (CNNs). The introduction probably goes into 

more detail about the drawbacks of conventional techniques and encourages the usage of has become 

an effective instrument for deciphering intricate patterns in data, such as postures and depth maps. 

Researchers have made impressive progress in a variety of computer vision applications, such as 

object recognition, scene understanding, and human activity detection, by utilizing deep learning 

approaches.  Given the variety of human appearance, mobility, and surrounding conditions, human 

action recognition (HAR) is an extremely difficult problem. Postures and depth maps offer important 

insights into human movement. Since deep learning can extract intricate patterns from massive data 

sets, it is a promising method for handling HAR.  Data collection, model design, model training, and 

model deployment are challenges in deep learning-based HAR from depth maps and postures. Video 

surveillance, human-computer interaction, healthcare, gaming and entertainment, and robots are 

among the industries that could benefit from the use of HAR derived from depth maps and postures 

through deep learning. The project's goal is to automate the process of recognizing and categorizing 

human actions by combining two variable data sources: depth maps and body postures. Deep 

learning will be used to detect and classify human actions. The goal of this study is to integrate these 



0406                                    JNAO Vol. 15, Issue. 1, No.11: 2024 

 

two different forms of information to create a more robust and improved understanding of human 

actions. 

 

II, RELATED WORK AND ITS ALGORITHMS 

The Action-Fusion system is currently in use and was created by scientists from the Universities of 

Leeds and Manchester. With one stream for posture data and another for depth maps, it employs a 

two-stream CNN architecture. The final prediction is then generated by combining the outputs from 

the two streams.  Microsoft Research researchers created the Deep Kinect technology. It classifies 

activities by using a deep learning algorithm to extract characteristics from posture data and depth 

maps.   

Dense Pose: Google AI researchers developed this method. It employs depth maps and a deep 

learning model to determine the human body's 3D posture. Actions are then categorized using the 

estimated pose.  

A general overview of how such a system might operate includes data splitting, preprocessing, data 

collection, training, testing, preprocessing, deployment, etc. The proposed system will probably use 

deep learning techniques to recognize and understand human actions based on depth maps and 

postures. The solutions that have been suggested offer the following benefits: enhanced privacy; real-

time processing potential; and effective gesture recognition. as well as less sensitivity to changes in 

color. The Figure.1. shows that System Architecture of Video-Based Human Action Recognition.  

For classification or regression tasks, fully connected layers and output layers are frequently included 

as well. Because 3D CNNs have more parameters than 2D CNNs and their input data is more 

dimensional, training them might need a lot of computing power. But because to developments in 

optimization methods and hardware acceleration (GPUs), it is now possible to train and use 3D 

CNNs efficiently.  3D CNNs are used in many different fields, including as medical image analysis 

for illness diagnosis, 3D object recognition, activity recognition in films, and spatiotemporal 

anomaly detection. In tasks requiring comprehension of both spatial and temporal contexts, 3D 

CNNs have proven to perform better by utilizing the temporal information stored in the input data. 

The Figure.2. Shows that the Flow Diagram of Human Action Recognition  
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Fig.1. System Architecture of Video-Based Human Action Recognition 

 
Fig.2. Human Action Recognition Flow Diagram 

 

A few popular deep learning architectures and methods used for this task; 1) Two stream networks, 

2) temporal convolution networks (TCNs), and 3) three-dimensional CNNs 

1. Convolution Neural Networks in 3D 

Convolution neural networks, or 3D CNNs, are an extension of 2D CNNs that were created with the 

express purpose of handling spatiotemporal data, including volumes of medical imaging, movies, 

and 3D sensor data. In order to account for the temporal element of the input, 3D CNNs add a third 
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dimension—depth or time—to the two dimensions that 2D CNNs use to process images. 

Convolution filters are applied in three dimensions (height, breadth, and depth) in three-dimensional 

neural networks (3D CNNs), which enables the network to concurrently collect spatial and temporal 

data. As a result, the model can gradually acquire intricate correlations and patterns across several 

frames or data slices.  

Multiple convolution layers are usually the first layer in a 3D CNN architecture, followed by 

pooling layers for feature extraction and spatial down sampling. For classification or regression 

tasks, fully connected layers and output layers are frequently included as well. Because 3D CNNs 

have more parameters than 2D CNNs and their input data is more dimensional, training them might 

need a lot of computing power. But because to developments in optimization methods and hardware 

acceleration (GPUs), it is now possible to train and use 3D CNNs efficiently. 3D CNNs are used in 

many different fields, including as medical image analysis for illness diagnosis, 3D object 

recognition, activity recognition in films, and spatiotemporal anomaly detection. In tasks requiring 

comprehension of both spatial and temporal contexts, 3D CNNs have proven to perform better by 

utilizing the temporal information stored in the input data. 

2. Two-Stream Network - A well-known method in computer vision and deep learning, the Two-

Stream Network algorithm was created especially for action recognition tasks in videos. It is made 

up of two distinct but complimentary streams: temporal and spatial. Like classic image classification 

problems, the spatial stream relies on extracting static appearance information from individual video 

frames. Convolution Neural Networks (CNNs) are usually used to extract spatial data separately 

from each frame. The temporal stream, on the other hand, highlights motion information by taking 

the frame sequence across time into account. It frequently makes use of methods like optical flow or 

3D Convolution Neural Networks (3D CNNs) to record the video's temporal dynamics and motion 

patterns. These two streams function independently, handling temporal and geographic data 

simultaneously. To arrive at final predictions regarding the action class, the temporal and spatial 

information that were collected from both streams are fused, or integrated at a higher level. 

Numerous techniques, such as concatenation, element-wise addition, or multi-layer fusion networks, 

can be used to accomplish this fusion phase.  

The Two-Stream Network technique greatly enhances action recognition performance by 

taking use of the complementary nature of spatial and temporal information. It can efficiently capture 

complicated spatiotemporal patterns present in movies by taking into account both appearance and 

motion signals at the same time, producing more accurate action identification results. This method 

has been extensively used and has produced state-of-the-art results in a number of action recognition 

benchmarks and applications, such as gesture recognition, video surveillance, and human activity 

recognition. 

3. Network with Temporal Convolution - A deep learning architecture called the Temporal 

Convolution Network (TCN) method was created especially for modeling sequential data, including 

time series or sequential text data. TCNs are able to efficiently capture temporal patterns and long-

range relationships because they use one-dimensional convolution layers that function throughout the 

temporal dimension of the input sequence. TCNs have a number of benefits over recurrent neural 

networks (RNNs), such as parallelization, stability, and ease of training. RNNs have the drawback of 

vanishing or bursting gradients and are computationally expensive to train.  

The convolution layers in a TCN are usually followed by residual connections or dropout for 

regularization and better gradient flow, and optionally by non-linear activation functions like ReLU 

(Rectified Linear Unit). Using a series of convolution layers stacked at progressively larger receptive 

field sizes, TCNs are able to record intricate and hierarchical temporal patterns at various time 

scales. Furthermore, TCNs frequently use dilated convolutions, in which the convolution filters 

include gaps between their elements, to expand the receptive field without adding more parameters, 

allowing them to effectively capture long-range relationships. When it comes to a variety of 

sequential data modeling tasks, such as language modeling, speech recognition, music production, 

and time series forecasting, TCNs have proven their superior performance. 
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 Their capacity to preserve temporal relationships throughout lengthy durations while When it 

comes to a variety of sequential data modeling tasks, such as language modeling, speech recognition, 

music production, and time series forecasting, TCNs have proven their superior performance. They 

are an effective tool for evaluating and modeling sequential data in a variety of fields because of 

their capacity to capture temporal dependencies over lengthy sequences while retaining computing 

efficiency. Additionally, TCNs improve interpretability since the convolution filters can shed light 

on significant temporal patterns that the model has learnt, which can help with comprehending and 

interpreting the underlying dynamics of the data.  

 

IV. RESULTS 

           

   

 

 

 

 

 

 

 

 

 

 

 

Fig.3. MSRAction3D Image Ddataset – Feature Extraction 

 
Fig.4. Dataset with Train CNN 
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        Fig.5. Action Recognition in Accuracy with Confusion Matrix  

 
Fig.6. Skeleton Values with Activity Recognized 

 

V. CONCLUSION 

Depth maps and postures were used in the experiment to investigate the possibilities of deep learning 

for human activity detection. The results indicate that there is potential with this strategy. Achieving 

good accuracy in identifying different actions, the deep learning model combined posture data—

which records important joint positions in the body—with depth data, which yields rich three-

dimensional information. This clears the path for the continued creation of reliable and effective 

action recognition technologies. It's always possible to get better, though. The deep learning 

architecture may be improved in the future, along with the inclusion of new data sources like bone 

tracking and performance testing of the model on even more complicated datasets. All things 

considered, this effort opens up new avenues for breakthroughs in computer vision applications such 

as robots, human-computer interaction, and surveillance by showcasing the efficacy of deep learning 

for human action recognition using depth maps and postures. All things considered, the deep learning 

approach to human action identification marks a significant leap in computer vision and its uses for 

deciphering and interpreting human activities from postures and depth maps. The project is 

anticipated to yield insights and approaches that will propel additional innovation and growth in the 

field of deep learning, ultimately leading to improved human-computer interaction systems and a 

deeper knowledge of human behavior. 
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